AI Technology Use Policy & Staff Guidance

A Practical Governance Template for Regulated SMEs and Not-for-Profits
This template is designed to help small and medium businesses and not-for-profits adopt artificial intelligence (AI) safely, responsibly, and in line with regulatory expectations.
It provides:
· A clear organisational position on AI use
· Practical guardrails for staff and volunteers
· A risk-aware approach aligned to governance, privacy, and compliance obligations
· A foundation that can be tailored to your organisation’s risk appetite, sector, and maturity
This template is intended as a starting point, not a one-size-fits-all solution. Every organisation’s regulatory environment, risk profile, and appetite for AI use is different.

Optional support

If you’d like a free, no-obligation discussion about how to tailor this template to your organisation — including aligning it to your regulatory context and risk appetite for AI — you can book a conversation with one of our experienced risk consultants here:

[Book a discussion]



Position on the Use and Adoption of Artificial Intelligence (AI) Technologies Policy
1. Purpose
The purpose of this document is to define [COMPANY NAME]’s position on the use and adoption of artificial intelligence (AI) technologies. This policy aims to:
· Encourage the responsible, secure, and value-adding use of AI across the organisation;
· Provide clarity on the acceptable use of AI tools by staff, volunteers, and partners;
· Set a clear organisational posture on the structured, risk-informed adoption of AI technologies.
2. Guiding Principles
[COMPANY NAME] recognises the growing potential of AI to enhance productivity, service delivery, and decision-making. Our approach to AI will be guided by the following principles:
· Value and Impact: AI use should aim to improve outcomes for clients, the community, and the organisation.
· Transparency and Control: We favour AI tools and workflows where the logic, inputs, and outputs are understandable and controllable.
· Documentation: We document how we use AI so that we can enable continuous improvement in our use of AI.
· Human in the loop: The material generated by AI must be verified by a human before being used.
· Risk-Aware: AI adoption must be informed by a clear understanding of risks including privacy, security, fairness, and compliance.
3. Acceptable Use of AI Technologies
To encourage safe and consistent use of AI across the organisation:
· Approved Tools: AI tools, and the specific use case(s) they are to be used for by [COMPANY NAME], are listed below. They have been reviewed in accordance with Section 6: Governance and Oversight.
· [ADD TOOLS]
· Experimental Tools: These tools can be used for experimental workflows, they must not be used in production workflows until the specific use case has been reviewed in accordance with Section 6: Governance and Oversight at which stage they may be added to the Approved Tools list:
· [ADD TOOLS]
Approved and Experiment tool lists will change as this a fast-moving environment; please contact IT with specific requests or to discuss whether a specific AI should be used in production workflows. If a tool is removed from this list staff will be notified and must immediately stop using it.
· Use of Credentials: Where AI tools are used for business purposes, staff must use [COMPANY NAME] accounts or credentials rather than personal ones, to ensure appropriate governance and visibility. For example, you must use your @[COMPANY NAME].com.au email address to register for a ChatGPT account.
· Client and Sensitive Data: Staff must never enter personally identifiable information (PII), client data, or confidential business information into public AI tools (e.g. ChatGPT, Claude, Gemini, Copilot) unless those tools are deployed in a secure, enterprise-controlled environment with data use protections and are on the Approved Tools list.
· Transparency of Use: When AI-generated content is used in reports, communications, or decisions, this must be disclosed where appropriate, and the outputs should be reviewed by a human.
4. Key Risks of AI Usage
[COMPANY NAME] recognises several material risks associated with AI, including:
· Privacy and Confidentiality: Improper handling of client or donor data in AI systems could result in breaches of privacy law or trust.
· Misinformation and Hallucination: AI systems may produce inaccurate or misleading information.
· Bias and Fairness: AI systems produce work that reflects a particular point of view shaped by their training data. This perspective may not align with [COMPANY NAME]’s views, values, or context.
· Reputation Risk: Misuse of AI – internally or externally – may damage community or stakeholder trust in the organisation.
To manage these risks, users must seek advice from their Executive and refer any uncertainty to the Risk & Compliance function.
5. Approach to AI Adoption
[COMPANY NAME] adopts a structured, risk-aware approach to AI innovation, aligned with our culture, risk appetite, and regulatory environment. Our position is:
· Proven Technologies First: We will favour mature, well-supported AI technologies (e.g. Large Language Models integrated into common workflows) over early-stage, experimental, or untested applications (e.g. autonomous agents, unsupervised decision-making).
· Defined Use Cases: AI will be deployed in clearly defined, monitored workflows with human oversight.
· Pilot and Learn: Where benefits are unclear, we will test AI technologies in controlled environments before broader adoption.
· Ongoing Education: We will build internal capability and awareness across teams to ensure AI is used safely and effectively.
6. Governance and Oversight
All proposed uses of AI within [COMPANY NAME] must be flagged with IT during initial assessment.
The IT team will work with the relevant business area to:
· Assess alignment with this AI Policy Position;
· Identify any key risks, including those relating to data privacy, security, ethical use, or reputational impact;
· Confirm that appropriate safeguards and oversight can be put in place;
· Provide guidance on whether the proposed tool or workflow is suitable for use within the organisation;
· Document the use case, users, and specific technologies used (including the AI provider and model) in a central location that is actively maintained.
This light-touch governance approach ensures that AI is adopted safely, consistently, and in support of our organisational values and objectives.

Staff Guidance on the Use of AI Technologies
Introduction
[COMPANY NAME] is committed to embracing the opportunities that artificial intelligence (AI) presents – when used safely, ethically, and in alignment with our values. As AI tools become increasingly available and integrated into daily work, it is essential that all staff understand how to engage with these technologies in a way that enhances our mission while protecting our clients, colleagues, and community.
This guidance document has been developed to support staff in applying the AI Adoption and Use Policy in practical, day-to-day contexts. It focuses on bringing to life the policy’s guiding principles through explanation and examples. Each principle outlines how AI should – and should not – be used at [COMPANY NAME], with a particular focus on:
· Protecting privacy and confidentiality;
· Thoughtful use of AI work;
· Empowering staff to use AI with confidence and care.
This document is not a technical manual or a list of approved tools. Instead, it is a practical resource to help you understand the why behind our approach, and the how you can apply these principles responsibly in your role.
If you are ever unsure whether an AI-related activity is appropriate, we encourage you to speak with your manager or contact the IT team for support.
Let’s work together to ensure AI is used in a way that delivers meaningful value—safely, transparently, and in service of the people and purpose that matter most.
Principle: Value and Impact
This principle ensures that AI is used in ways that are purposeful, aligned with our mission, and make a meaningful contribution to our clients, staff, and the community. It has two key components:
· Value: AI tools should be used where they create tangible benefits – such as saving time, improving quality, reducing costs, or enabling staff to focus on higher-value activities. The value must be identifiable, measurable, and relevant to our work.
· Impact: AI use should contribute to positive, mission-aligned outcomes. This may include improving service accessibility, supporting better client experiences, enhancing staff wellbeing, or advancing our strategic goals.


Principle: Transparency and Control
This principle reflects [COMPANY NAME] preference for AI tools and processes that are:
· Understandable: Users can reasonably explain how the AI tool works, and can verify the data that was provided, the prompt that was used, custom settings that were in place, the model used, and the output that was generated.
· Controllable: Users or administrators can configure, constrain, or override the AI’s behaviour to improve accuracy, ethical alignment, and consistency with organisational policies.
This principle is important to building trust in AI use, preventing reputational damage, and ensuring staff can responsibly review, refine, and justify outputs.
Principle: Documentation
This principle ensures that the way AI is used within [COMPANY NAME] is recorded in a clear and consistent manner, enabling transparency, accountability, and continuous improvement. It has two key components:
· Traceability: GDQ will keep centralised, accessible record of how AI tools are used in their work – what tool is used, how it is applied, examples of the data or prompts involved, and examples of the output and what it is used for. This supports future review, learning, and accountability.
· Continuous Improvement: By documenting AI use cases, we build shared organisational knowledge. This enables better decision-making about which tools are valuable, where risks may emerge, and how we can refine practices over time.
Documentation doesn’t need to be complex – but it should allow others to understand and assess how AI is contributing to our work.
Principle: Human in the Loop
This principle ensures that [COMPANY NAME] always maintains human judgment and oversight over the use of AI tools and their outputs. It has two core components:
· Human Verification: Any material generated by AI – whether content, data, decisions, or recommendations – must be reviewed and verified by a person before it is relied upon or shared. Staff are responsible for ensuring outputs are accurate, appropriate, and aligned with our tone, values, and objectives.
· Final Accountability: AI is a support tool, not a decision-maker. The final accountability for decisions, communications, and outputs rests with the staff member or team using the AI – not the tool itself.
Keeping a human in the loop helps us avoid errors, maintain quality, and ensure AI use strengthens – not substitutes – professional judgment.

Principle: Risk-Aware
This principle ensures that the use of AI technologies at [COMPANY NAME] is always approached with a clear understanding of the potential risks involved – before tools are adopted or used in practice. It has two core components:
· Awareness of Risk: Staff must understand the types of risks AI tools can introduce – such as data breaches, privacy violations, bias, incorrect information, reputational harm, or unintended decision-making consequences. Being risk-aware means actively considering these issues in advance.
· Proportionate Controls: Risks should be addressed through sensible safeguards, not by avoiding innovation altogether. The higher the risk, the stronger the control measures should be. This includes applying human oversight, using approved systems, keeping records, seeking appropriate advice, or piloting tools before wider use.
Being risk-aware is not about creating fear, it’s about creating confidence in how we adopt and use AI.
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